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Abstract

Automated Text Summarization (ATS) is a computer-based application to produce a summary from an article but it still keeps an accurate main point from the content of the article. In this research, we build an Indonesian ATS application using a virtual graph concept, calculation weight of sentence and weight of relation among sentences, Deductive – Inductive method in Indonesian Language and Exhaustive Shortest Path Algorithm to provide a summarization path from the first sentence to the last sentence on every paragraph in the article. The test result shows that the quality of summarization result depends on the type and the structure of the article. System will produce a good summary if the type of the article is an argumentation type and the article's structure has many paragraphs in which each paragraph has more than two sentences.
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1. Introduction

Automated Text Summarization (ATS), simply called Text Summarization, is a computer-based application that summarizes an article by which the results of the applications still keep the main point of the article. The main goal is to show only some main sentences of the article as a summary, and hopefully by reading the sentences, readers will save their time in understanding as much as possible the whole content of the article.

In this research, we implement text summarization using type of informative summaries that only concerns to provide information based on the important aspects of the article by searching and including as much as possible all relevant topics. The summaries will ignore the irrelevant topics and unimportant detail or supporting information. They only produce the important section from the article. Generally, the type of summaries is used for the overview of article.

2. Basic Theory

2.1. Graph

A graph G = (V, E) consists of a set of vertices, V, and a set of edges, E. Each edge is a pair (v, w), where v, w ∈ V. Edges are sometimes referred to as arcs. If the pair is ordered, then the graph is called directed graph or digraph. Vertex w is adjacent to v if and only if (v, w) ∈ E. Sometimes an edge has a third component known as a weight or a cost [8].

2.2. Weight of Sentence

Weight of sentence is a value of a sentence to determine how the sentence plays important meaning in a paragraph of an article. Clearly, higher weight of a sentence in a paragraph means existence of the sentence plays more important role in the paragraph. Thus, in the process of summarization, higher weighted sentences should have higher priority to be chosen as a part of summary. It is necessary to ignore unimportant words in the article before starting to calculate the weight of sentences. In other words, stemmer process and stopword removal have to be already implemented in the article before calculating the weight of sentences. Here, the weight of sentences consists of the following 4 component values, W1, W2, W3 and W4 based on [7] by some modifications as follows.

W1 be a score concerning similar words in a sentence compared with a list of keywords in the article. Supposed an article has a keywords list. Words in the sentence are compared to the words in the keywords list of the article. If there are more words in the sentence are similar to the keywords, the value of W1 will be higher.

W2 be a value to express the frequency of words of a sentence in a article. The number of same words in the sentence and the article is calculated. The result will be divided by the total words in the article by also considering the frequency of the words in the article. If the sentence has higher score result from the calculation, it means the sentence consists of more words that have high frequency in the article.

W3 be a value that is determined by the position of a sentence in a paragraph. Weight of sentence is also determined by the position of the sentence in a paragraph of an article. In general, every paragraph in a good writing of an article usually only provides one main idea. Related to the Deductive-Inductive method in the Indonesian grammar, the first and the last sentences in a paragraph are usually considered as main
sentences that express main idea of the paragraph. There are four location to put main sentence [1]:

a. At beginning of paragraph (Deductive Paragraph)

b. At end of paragraph (Inductive Paragraph)

c. At beginning and end of paragraph (Deductive-Inductive Paragraph)

d. No main sentence

Thus, we should consider giving a higher value to the first and the last sentences of every paragraph compared to the other sentences.

$W_4$ be a weight to express relation between a sentence and the other sentences in the article. Here, this process of calculation is related with article mapping in which we need to calculate the number of relation (edges) of every sentence in the article. More number of relations from a sentence to the others in the article, the value of $W_4$ will be higher that means the sentence is considered being more important in the article because the sentence probably discuss about article’s main topic.

The result from each component values above will be added together and defined as a weight of sentence. Formally, let a paragraph has $n$ sentences as given by $P=\{S_1, S_2, \ldots, S_n\}$, where $S_1$ and $S_n$ are the first and the last sentences, respectively. $W(S_j)$ is defined as a weight of a sentence $S_j$ as simply given by the following equation:

$$W(S_j) = W_1(S_j) + W_2(S_j) + W_3(S_j) + W_4(S_j),$$

Where $j \in \mathbb{N}$.

2.3. Weight of Relation

A weight of relation between two sentences in a paragraph is similar to a cost or distance between those sentences. Consequently, if weight of relation between two sentences is less than the distance between two sentences is closer. Formally, let a paragraph has $n$ sentences as given by $P=\{S_1, S_2, \ldots, S_n\}$. Weight of relation between two sentences, $S_i$ and $S_j$, is given by $R(S_i, S_j)$ as follows.

$$R(S_i, S_j) = \begin{cases} 
\alpha(S_i, S_j) \times W(S_j) & \text{if } i < j \\
\infty & \text{if } i \geq j
\end{cases},$$

Where $i, j \in \mathbb{N}$. $\alpha(S_i, S_j)$ is defined by the number of similar words between $S_i$ and $S_j$ ignoring stopwords in those sentences. Let $S_i$ and $S_j$ be also considered as a set of words in the sentences, $S_i$ and $S_j$, respectively. $\alpha(S_i, S_j)$ is given by:

$$\alpha(S_i, S_j) = |S_i \cap S_j|$$

From (2), it can be verified that if $\alpha(S_i, S_j) = 0$ then $R(S_i, S_j) = \infty$ that means there is no relation between $S_i$ and $S_j$. Suppose that $R(S_i, S_j)$ means a relation from $S_i$ to $S_j$, then (2) consider that there is no relation from $S_i$ to $S_j$ if and only if $i \geq j$.

3. System Design

There are 4 processes in the development of IATS (Indonesian Automated Text Summarization) as implemented in [10]:

1. **Open Document.** This process is to open the article and convert it to text document.

2. **Pre-Summarization.** In this process we separate the sentences in the document and process it to become collection of words. Next step in this process is stemmer process, to change back the words to basic form. The last step is stopword removal that is for eliminating unimportant words, e.g., conjunction, pronoun etc. For the implementation of this process, we use preprocessing document method that has been developed for another application [6]. This pre summarization process is useful to calculate weight of each sentence in article (see Section 2.2).

3. **Summarization.** This process is the main process for the implementation of IATS. In this process we summarize the article by firstly calculating weight of sentences as given in Section 2.2 and weight of relation as defined in Section 2.3. In this case, we used the concept of weighted directed graph to present relation between sentences in the paragraph of the article, in which every vertex is defined as a single sentence, and every edge expresses relation between two sentences in the paragraph. Here, the cost or weight of every edge is given by weight of relation as described in Section 2.3. The process of summarization is simply given by a shortest path from the first sentence to the last sentence using Dijkstra’s Algorithm as well as Steepest Ascent Hill Climbing Algorithm. For example, given a paragraph of an article have five sentences. Relation of all sentences is represented in a weighted directed graph as shown in Figure 2. The
graph consists of five vertexes representing five sentences.

Next step in this process is to change back the article to the original sentences, but eliminating the sentences which are not listed in the path list. The result of summarization will be shown to the user.

4. **Save Document.** In this process, we save the summarization result in Ms-Word format (*.doc).

The activity diagram for all processes above can be seen in Figure 3 until Figure 6.
4. Experimental Result

In this section we show the experiment results that had been already implemented in [10]. Results of examinations are given as follows:

The specification of hardware and software we used for experiment is:
- Processor Pentium IV 1600 MHz
- Memory 512 Mbyte
- HardDisk 40 Gigabyte
- Operating System Windows XP Professional
- Database Ms. Access 2003

Figure 7 shows an original article and its result of summarization is given in Figure 8. And the result of some experiments is shown in Table 1.

4.1. Pengaruh SUTET Terhadap Kesehatan


Ia menyarankan, untuk mengurangi efek SUTET, di sekitar areal SUTET ditanami pohon-pohonan sehingga radiasi listrik berkurang.

Figure 7. Original Article “Pengaruh SUTET Terhadap Kesehatan”

Figure 8. Summarization Result of Article “Pengaruh SUTET Terhadap Kesehatan”
Table 1. Experimental Result of Summarization and Processing Time

<table>
<thead>
<tr>
<th>Num.</th>
<th>Articles</th>
<th>Summarization Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Articles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Paragraph</td>
</tr>
<tr>
<td>1</td>
<td>Bagaimana Terjadinya Kanker</td>
<td>26</td>
</tr>
<tr>
<td>2</td>
<td>Cek Halsel Pada Anak</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>Sakit Tubuh</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>Cari Informasi</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>Mendaftar Ke Dinas Pupuk</td>
<td>31</td>
</tr>
</tbody>
</table>

Notes:
Dijkstra : Summarization by using Exhaustive Shortest Path Dijkstra's Algorithm.
SAHC : Summarization by using Heuristic Shortest Path Steepest Ascent Hill Climbing Algorithm.

In the Table 1, we also compared the result from experiment using Heuristic Steepest Ascent Hill Climbing Algorithm instead of Exhaustive Dijkstra's Algorithm to save summarization processing time.

4.1 Experimental Result by Interview

This experiment is to test how much the summarization result can make the reader understand about the whole original article contents. Interview is done to 2 people by giving the summarization result and some questions. Those questions are created using original article without look at the summarization results and the topics in the question are about main topics of the article.

For the first article “Bagaimana Terjadinya Kanker”, the list of questions are:
1. Dimana terjadinya kebakaran hutan di daerah Sumatera ?
2. Kapan terjadinya kebakaran tersebut ?
3. Apa akibat dari kebakaran di Aceh ?
4. Bagaimana cara memadamkan api tersebut ?
5. Berapa perusahaan yang menjadi tersangka pembakaran hutan ?

And for the second article “Kebakaran Hutan”, the list of questions are:
1. Bagaimana terjadinya kebakaran hutan ?
2. Apa yang membentuk sel-sel kanker ?
3. Coba kanker dapat disebabkan umur keluarga ?
4. Apakah virus yang menyebabkan kanker leher rahim pada wanita ?

From five questions, the two respondents cannot answer only one question. This is because the summarization result didn’t contain the answer of the question.

5. Conclusions

In general, the proposed application gave a better result for argumentative articles compare than descriptive articles, because in descriptive article, the summarization result can loose important sentences and some relations between sentences. In the argumentative articles, the system can summarize well and in general can cover almost all main topics in those articles.

Exhaustive Dijkstra’s Algorithm is good for the readers who consider the importance of summarization result compare to the processing time.

In general, a more number of words and sentences in a paragraph will provide a shorter result of summarization compare to the original article.
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